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Abstract—Serverless computing is an emerging cloud
paradigm that offers an elastic and scalable allocation of com-
puting resources with pay-as-you-go billing. In the Function-
as-a-Service (FaaS) programming model, applications comprise
short-lived and stateless serverless functions executed in isolated
containers or microVMs, which can quickly scale to thousands of
instances and process terabytes of data. This flexibility comes at
the cost of duplicated runtimes, libraries, and user data spread
across many function instances, and cloud providers do not
utilize this redundancy. The memory footprint of serverless forces
removing idle containers to make space for new ones, which
decreases performance through more cold starts and fewer data
caching opportunities.

We address this issue by proposing deduplicating memory
pages of serverless workers with identical content, based on the
content-based page-sharing concept of Linux Kernel Same-page
Merging (KSM). We replace the background memory scanning
process of KSM, as it is too slow to locate sharing candidates
in short-lived functions. Instead, we design User-Guided Page
Merging (UPM), a built-in Linux kernel module that leverages
the madvise system call: we enable users to advise the kernel of
memory areas that can be shared with others. We show that UPM
reduces memory consumption by up to 55% on 16 concurrent
containers executing a typical image recognition function, more
than doubling the density for containers of the same function
that can run on a system.
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Implementation: https://github.com/spcl/UPM

I. INTRODUCTION

Serverless computing allows users to deploy elastic and
scalable applications decomposed into fine-grained and state-
less functions, at the cost of increased overheads and du-
plicated resources. Deploying to FaaS allows developers to
delegate operational concerns such as resource provisioning,
maintenance, and fault tolerance to the cloud provider, and
it has been used in parallel and compute-intensive tasks such
as big data analytics, machine learning, and high-performance
computing [115]]. In FaaS, functions are deployed in isolated
sandboxes for security reasons on dynamically allocated re-
sources, and they can be scaled down to zero when traffic in
the system decreases. While this operational model provides
cloud operators with flexible and efficient allocation and
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scheduling, it leads to resource waste caused by duplicated
function environments for each function instance [6H8]].

Reducing memory pressure has many benefits for both the
cloud operator and users. When function sandboxes can be
co-located on the same host machine, resource utilization
and data sharing through caches are increased [9} [10], and
performance of data analytics is increased [11]. Exhausting
available memory forces operators to remove idle and warm
containers, increasing the rate of cold startups, a major issue
in serverless computing [12]. Furthermore, reducing bloat
increases the memory pool for low-latency storage needed
in stateful serverless [13, [14]. Leaner platforms can host
more functions with larger memory allocations, which allows
serverless to process big data workloads faster and cheaper [1]].

The landscape of memory consumption in serverless varies
significantly, with 50% and 90% of different functions con-
suming at most 170 MB and 400 MB of memory, respec-
tively [15]. A prevalent use case is machine learning in-
ference [16H18]], characterized by substantial computational
requirements and large memory allocations that can require
upwards of 500 MB of memory per instance [12, [19]. The
trained model significantly contributes to this memory con-
sumption, accounting for a major portion of process memory
identical across functions (Sec. [[I). While deep learning
inference has been moving to the edge, not all mobile and
edge devices can support computationally intensive inference
on large models [20 21]]. Serverless functions could be a
perfect platform for implementing the required edge-cloud co-
operation [22124]. The growing interest in deploying machine
learning in cloud functions, together with the increasing model
size, requires new solutions to reduce memory redundancy
and prevent resource exhaustion when scaling isolated and
containerized function deployments.

Unfortunately, current memory sharing functionalities are
insufficient for deduplication in serverless functions. Tech-
niques such as Kernel Same-page Merging (KSM) are not
designed to handle volatile and short-term workloads as they
can require over half an hour to locate deduplication opportu-
nities [25] (Sec. . On the serverless side, systems adopt the
ideas of caching and checkpointing function sandboxes [26-
28], co-locating instances of the same function within a single
process [6, [13], and decomposing containers into deduplicated
state [7]. Such approaches are limited by sharing memory only
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between instances of the same function, explicit programming
of shared memory objects, and deep changes to the entire
serverless software stack.

To address this issue, we propose User-guided Page Merg-
ing (UPM), a built-in Linux kernel module that enables page
sharing across different functions with an affordable time over-
head. We extend the semantics of Kernel Same-page Merging
by replacing the background memory scanning process with
an on-demand, user-guided deduplication that better suits
serverless workloads. We use the existing madvise Linux
system call to implement the interaction between the user
function and the deduplication running in kernel space. The
madvised memory pages are treated as potentially mergeable
regions. They are shared in a copy-on-write fashion if any
page with identical content has been madvised before.

UPM is designed to be simple, flexible, low overhead,
and easy to use. UPM is agnostic of language, runtime, and
containers the FaaS system uses. In UPM, deduplication is
applied only once on the cold container, and consecutive warm
invocations benefit from page sharing without CPU overheads.
Furthermore, UPM extends the security of memory sharing
through KSM and page caches by introducing controlled,
opt-in sharing. Using UPM is very simple and seamless,
as users only have to annotate shareable memory regions,
and manual data management with shared memory [13] is
unnecessary. Our technique works for both file-backed and
anonymous memory and enables sharing between different
functions. We show experimentally that UPM successfully
reduces the system’s memory utilization by up to 55% when
16 concurrent containers are deployed.

We make the following contributions:

« We provide a thorough and detailed study on the memory
sharing potential of serverless workloads (Sec. [II).

e We propose UPM, a novel methodology for memory
deduplication across serverless functions, and we imple-
ment UPM as a built-in module of the Linux kernel
(Sec. [V).

+ We demonstrate empirically that UPM reduces up to 55%
of memory consumption in a machine learning case study

(Sec. [VI).
II. BACKGROUND AND RELATED WORK

Memory deduplication has been employed in datacenters
for decades. However, such systems need several minutes
to discover deduplication opportunities and are thus limited
to long-running and stationary workloads. Serverless work-
loads require a different approach to support short-running
invocations. While optimized serverless runtimes can provide
memory sharing across invocations, they do not have the same
level of generality offered by deduplication techniques.

A. Memory Deduplication

Page sharing has been proposed to share memory pages
of files accessed by different virtual machines [29]. Content-
based page sharing has been implemented in the Linux kernel
as the Kernel Same-page Merging (KSM) [30]. There, memory

pages are scanned and hashed to determine pages in guest
virtual machines with the same content. When the hash value
is already present in the system, a byte-by-byte comparison is
conducted to guarantee that pages are truly identical and their
contents have not changed. Then, pages are merged into one
physical page in a copy-on-write manner, regardless of origin.
An alternative approach requires modifying paravirtualized I/O
to scan data read from disk to detect duplicated content in file-
backed data and page caches [25]. The deduplication is most
efficient on mixed CPU and I/O workloads, and it can reduce
memory footprint by up to 60% [31H33]].

a) Limitations: Memory pages are scanned periodically
to keep the CPU overhead below 10-20% [34], and in-
creasing deduplication efficiency requires tolerating higher
CPU overheads [35], up to 68% when scanning every 20
milliseconds [36]]. On the other hand, keeping the compute
overhead moderate means that discovery of duplicated con-
tents can take as long as 40 minutes [25, 37] and pages
alive for less than 5 minutes cannot be deduplicated [25],
as scanning just 50 megabytes requires over two minutes in
the KSM [38]. In the serverless world, where the median
and 90th percentile of function duration are about 3 and 60
seconds [15], respectively, functions will complete execution
before the system finds sharing candidates of the function’s
memory. On AWS Lambda, function containers can be scaled
down after only 6.5 minutes of no activity [[12]], which is not
enough to discover deduplication opportunities. Furthermore,
even if a function container is used frequently and retained
long enough to benefit from page sharing, it would still handle
many function invocations with bloated memory.

b) Optimized Sharing: Deduplication can be optimized
with I/O-based hints [36]] and page classification [39]. Still,
the time needed for deduplication is in the order of minutes.
Difference Engine [40] enables sub-page sharing, i.e., dedupli-
cating pages that are not completely identical, by constructing
patches containing the difference relative to a reference page.
Such systems can outperform other deduplication techniques
by locating pages with just a few bytes of difference that would
otherwise never be shared. Similarly, virtual machines can
be classified according to the similarity of memory contents
or their software stack [33| l41]], motivating co-location of
machines recognized as similar.

c) ASLR: The address space layout randomization
(ASLR) improves systems security, but it hurts the effective-
ness of memory deduplication [42]]. Sharing efficiency can be
decreased by ASLR by 10-13 percentage points [43]], and by
5% on FaaS workloads [7]. While these negative effects can
be mitigated [44], the effects of ASLR on memory duplication
in serverless are not widely studied.

The slow convergence of content-based deduplication was
appropriate for virtual machines whose lifetime was weeks
and months, but it does not fit into serverless containers.




B. Serverless

Function instances are placed in containers, microVMs,
unikernels, and dedicated sandboxes. The sandbox allows a
single server to handle many functions concurrently while pre-
serving isolation guarantees. Unlike virtual machines requiring
deduplication to remove identical files, containers share the
page cache. With the help of virtual file systems such as
Docker OverlayFS, the same files should have a single copy
in memory across many containers.

To date, several systems have investigated how to reduce the
memory consumption of serverless functions. SAND [26] and
SOCK [27] use caching to reduce the startup time and share
the runtime memory. They use the cache of previous instances
for consecutive invocations of a function and then share the
memory using copy-on-write, resulting in automatic memory
sharing. Replayable Execution [28]] and Catalyzer [45] adopt
the Checkpoint/Restore (C/R) technique to reuse function
memory. This technique checkpoints the application sandbox
state as an image and consecutive invocations are restored from
the checkpointed image. SEUSS [460] provides page sharing
when deploying unikernels from a snapshot, and a similar ap-
proach can be used to pre-initialize functions at build time and
deploy from an image heap [47]. Photons [6]] and Faasm [13]]
share the runtime and application state by co-locating multiple
instances of the same function within the same process. These
systems focus on sharing the runtime and the application
data across different invocations of the same function. None
propose a general solution for memory sharing across different
functions. Other techniques target memory sharing for specific
applications, such as deep learning inference [48].

Medes deduplicates memory by introducing a new dedu-
plicated state of serverless containers [7]. Warm containers
are snapshotted, and their memory pages are fingerprinted to
find duplicated content. While this method is independent of
the function language, it requires deep changes and major
additions in serverless platforms to support this new container
state. Furthermore, it comes with new system components that
need to be deployed on each server handling function requests.

Existing serverless runtimes can support memory sharing,
but only in the limited case of invocations of the same
function. Other approaches require dedicated runtimes and
container systems. There is a need for an agnostic approach
to memory deduplication that supports the rich serverless
world of different languages, runtimes, and sandboxes.

ITI. SHARING POTENTIAL

The efficiency of memory deduplication varies depending
on the system, employed workloads, and software stack sim-
ilarity. For example, self-sharing within a single machine
is often the primary source of memory savings and even
minor software differences significantly impact inter-machine
sharing [43]]. On the other hand, deduplication on mobile
operating systems is increased by 56% when considering
sub-page sharing on 1kB segments [49]. Serverless functions
represent a different class of workloads, as their memory
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Fig. 1: Memory sharing potential in serverless functions.

footprint is dominated by language runtime and user code,
and many operating system components are shared by default.
Therefore, to understand how different deduplication strategies
can perform on serverless workloads, we conduct a profiling
study of functions to analyze the sharing potential, shareable
memory type, sub-page sharing, and ASLR implications.

a) Setup: To investigate the sharing potential of func-
tions, we profile the memory consumption of four different
serverless functions from the SeBS benchmark suite [12]]. We
run functions locally on a virtual machine with the help of
SeBS’s local Docker runtime. The benchmark suite provides a
Docker container with an HTTP server that accepts invocation
requests and executes the function’s code upon invocation. We
measure the content similarity between different instances of
the same function by running the function with changed inputs
on two containers. The experiments are performed on an x86-
64 virtual machine with 24 vCPUs Intel Xeon Platinum 8255C
and 48GB of memory. We used Ubuntu 18.04 with kernel
4.15.18, Docker 20.10.6, Python 3.7.5, and SeBS 1.0.

For profiling, we select workloads representing diverse

computation, memory, and I/O requirements:

o dynamic-html A lightweight web application that gener-
ates dynamic HTML from a template.

« thumbnailer A function that creates thumbnails of up-
loaded images with the help of the Pillow library.

« image-recognition A standard image recognition func-
tion, which downloads a pre-trained ResNet-50 model
from storage and classifies a image using PyTorch.

« dna-visualization A function that generates a visualiza-
tion for a given DNA data and stores result in the storage.



Duplicated
Contents

Function
Container

Function
Container

[ Pag;eA ][ Pag;eB ][ Pag'eC ][ Pag'eD] T

Function
Container

-| PaﬁeA }

Hash: 9f8u...
Address: 0x...
Process: 42

UPM Hash Tables

madvise

Function
Container

((Page A F

flush

0S Page Table

] P — |

Physical Memory Pages

A ][ PageB][ PagAeC]

TLB

1
1
. Caches i
H 1
1

(a) FaaS without UPM.

!_Physical Memory Pages

(b) Faa$S with UPM.

Fig. 2: Memory deduplication with UPM: FaaS containers madvise duplicated memory regions to reduce duplicated memory.

Figure [T] presents the memory sharing potential of each
benchmark. We include the volatile memory that is not iden-
tical, the file-backed memory already shared by OverlayFS,
the identical but not shared anonymous memory, and the
identical but not shared file-backed memory. For all of the
benchmarks, the memory that is not shareable accounts for
over half of the function memory. This includes the input, a
large part of the memory footprint of small functions. Most of
the file-backed library pages are shared by being page cache
enabled in the Docker OverlayFS. A few libraries are loaded
dynamically into memory, resulting in not much shareable file-
backed memory. The ML inference function image-recognition
shows the greatest memory-sharing potential compared to the
others and the greatest overall memory footprint. There, about
40% of total memory can be shared, comprised of 27% and
13% in the anonymous and file-backed memory, respectively.

We notice that the memory of each benchmark grows soon
after a request is received, then drops and remains constant
once the request has finished processing. This phenomenon
raises the question of whether memory deduplication should
be applied at the moment when memory consumption reaches
its peak. However, a closer inspection reveals that the request
memory causes the increase and the magnitude of the increase
is correlated with input data size. The sharing potential of input
data size is minimal as identical inputs are unlikely.

b) Optimizations: To understand the potential for sub-
page sharing, we select non-identical pages and verify if a
sub-page of it would be shareable. We find that less than 2%
of all pages are 75% identical, and less than 3% of all pages are
50% identical for each function. Thus, the overhead imposed
by deduplicating data units smaller than a memory page would
be much greater than the benefits of sharing.

Furthermore, we inspect the effects of address space layout
randomization. By disabling ASLR, we increase the memory
deduplication effect by 5.8 percentage points on average,
which validates with another result achieved on a different
set of functions [7]. Therefore, the ASLR is not a significant

limitation for the effectiveness of memory deduplication.

c) Summary: To summarize, three of the four bench-
mark functions have limited deduplication potential because
OverlayFS has already shared most of their identical memory
through page cache sharing. On the other hand, the image-
recognition function has significant memory sharing potential,
with roughly 40% of memory that can be deduplicated. This
result indicates the memory structure of machine learning
inference functions makes them good candidates for memory
deduplication. Finally, sub-page level sharing and disabling
ASLR have little impact on the memory deduplication of
serverless functions.

IV. USER-GUIDED PAGE MERGING

We propose User-guided Page Merging (UPM), a new Linux
kernel module for memory deduplication, named after the
Kernel Same-page Merging (KSM). UPM supports sharing
both anonymous and file-backed memory and is optimized
to deduplicate the memory of serverless functions. UPM
retains the classic ideas of hashing and copy-on-write page
merging from KSM but replaces content-based page sharing
with application hints (Figure[2). In this section, we outline the
design goals and provide a high-level overview of the system,
followed by a detailed analysis of UPM components (Sec. [V).

A. Design Goals

UPM fulfills several requirements motivated by the charac-
teristics of serverless workloads.

Speed Since content-based scanning is not fast enough to
discover short-lived pages efficiently, UPM must be able to
focus on identical pages in serverless environments instead of
performing random scanning.

Focus on user data In virtual machines, 63-93% of share-
able pages are part of the page cache [37]. Since page cache
sharing is enabled by default in containerized workloads, UPM
does not require specific treatment of I/O devices.

Stable Pages KSM is looking for stable pages that don’t
change their contents frequently. Similarly, UPM looks for
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memory pages that stay constant across invocations to avoid
futile deduplication. Prior research on serverless functions
indicates that at least 76% of memory pages are the same
across invocations with changing inputs, and for a majority
of functions, this ratio is larger than 97% [8]. Therefore,
UPM can assume that consecutive invocations will not change
most of the function’s memory pages, and no additional
classification of static pages is needed.

Compatibility The serverless landscape includes various
runtimes and languages. Therefore, UPM should be com-
patible with existing systems, and should not require FaaS
platforms to modify their internal implementation significantly.
Since UPM is implemented as a kernel module, the deploy-
ment requires only an adjustment in the operating system
configuration, leaving the FaaS runtime untouched.

B. FaaS with UPM

The overview of applying UPM to FaaS is presented in
Figure [2l When a function begins executing in a container
and initializes its data structures, it starts the page sharing
process with the system call madvise (@). The provided
memory pages are scanned on the first container, and their
hashes are inserted into UPM hash tables. When madvise
is called from a second function container (@), the call will
detect pages with identical content. Then, the memory pages
of the second container are replaced with references to pages
of the first container with an update of OS resources (®)
and flushing hardware caches (). The deduplication takes
place only on the first cold invocation in a container. For all
consecutive executions, functions immediately benefit from
the shared memory and incur no CPU overhead normally
associated with memory deduplication.

C. Guided Page Deduplication

The distinguishing characteristic of UPM is that we dele-
gate determining sharing candidates to the user. UPM does

not scan the entire system memory. We believe users have
adequate knowledge of application-specific data structures and
can determine whether or not a memory region is a good
candidate for sharing. The location of large and constant
memory regions can be obtained with the help of profiling
and analyzing container snapshots [8]], a process that can be
applied automatically to function invocations in the cloud. We
let the application provide hints, a well-established technique
previously used to optimize file system, networking, memory,
and prefetching [50]. To that end, we use the existing madvise
system call:

int madvise (
void =*addr,
)i

This system call lets the kernel know how it is expected to
handle a given memory area: addr is the virtual address in
the memory, length is the size of the area, and advice
indicates which kind of advice the program would like to give.
Consequently, UPM can only share memory regions explicitly
allocated by the user with known addresses.

The main idea of the algorithm is shown in Figure [3
When UPM is recommended to deduplicate a specific memory
region, UPM calculates hash values for each page in the region
and searches for previously reported pages with the same hash
value. Then, a byte-by-byte comparison is applied to verify
that pages are truly identical when the hash value matches.
Afterward, the pages are merged in copy-on-write semantics.
If any process attempts to modify the page’s contents in the
future, the operating system will replace the single copy of
the deduplicated page with two instances.

UPM incurs no overhead unless users indicate deduplication
candidates. Thus, UPM does not require kernel-level configu-
ration and switching. It will remain inactive by default if no
calls to the madvise system routine are made.

size_t length, int advice

D. Concurrency

Unlike KSM, which scans and shares pages in the back-
ground using a single kernel thread, UPM shares pages
synchronously, which means the function will be blocked
by the madvise system call and will only continue to
execute when the system call returns. Alternatively, the request
can be processed asynchronously to avoid adding overhead
to the function runtime. For example, deduplication can be
executed in the background of the function invocation, or cloud
providers can schedule this task between invocations.

UPM supports safe access to the pages being madvised
and ensures consistency. Multiple containers can request UPM
deduplication simultaneously. All accesses to data structures
are protected with kernel spinlocks. We use write-protection
and byte-to-byte comparison to ensure that the page being
considered is not modified while the deduplication takes place.

E. Security

UPM extends the security model of KSM and shared
page caches with controlled sharing. The hint generation is
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Fig. 4: UPM supports concurrent operations on memory pages and exposes methods for managing deduplication.

done entirely on the user side, constituting explicit and opt-
in permission for sharing. Page sharing is limited to data
explicitly selected by the user, and other tenants cannot detect
the contents of memory pages not selected for deduplication.

Since we employ page sharing in UPM, it is possible to
detect that sharing of a specific page occurs through a side-
channel attack [51]]. However, a potential leak does not provide
any information on functions using the same memory pages,
except that such data exists in the system. Moreover, since
serverless systems are black-box and do not allow users to
control the function placement, attackers can only achieve co-
location with another tenant through trial and error.

V. IMPLEMENTATION DETAILS

In this section, we detail the challenges and features of the
UPM implementation, answering the following questions:

o What hash algorithm and data structures do we use for
madvised pages? (Sec. [V-A)

o How does UPM handle madvise on the same address, but
with different content? (Sec. [V-B)

« How does UPM handle page modifications before they
are deduplicated? (Sec.

o How does UPM prevent page modifications during UPM
deduplication? (Sec. [V-D))

« How does UPM implement the page merging? (Sec.|[V-E)

o« How does UPM handle cleaning memory pages when

processes exit? (Sec.
« Does UPM support concurrent access? (Sec. [V-G))

We present an overview of UPM operations in Figure []

A. Hash Tables

In UPM, we search, insert, and delete madvised pages, and
we do not need to store and retrieve elements in a specific
order. Therefore, a hash table is the most suitable structure
to store the sharable pages since it enables search and mod-
ifications in O(1) time on average. We reuse the well-tested
Linux built-in hash table defined in 1inux/hashtable.h.
The built-in hash table fulfills all of our requirements, and we
can avoid increasing the code complexity in the kernel space.
This hash table is implemented as an array of linked lists using
separate chaining to resolve hash collisions.

Hash table performance depends on the hash algorithm and
its load factor, defined by the ratio of elements to buckets in

the table. First, we use the xxHash function provided in the
Linux kernel because of its high performance. Then, based on
profiling results (TI), we assume that most serverless functions
merge at most 50% of their memory. Furthermore, previous
work has shown that 90% of serverless functions consume
no more than 400 MB [13]]. Therefore, the hash table is set
to best perform with madvised pages of size up to 200MB.
Then, the size is increased by a coefficient of 1.3, a common
rule of thumb for hash tables. For page sizes of 4kB, the hash
table is set to have % - 1.3 different buckets. Since each
hash table bucket is just an 8-byte pointer, the hash table adds
520kB of space overhead. The hash table size does not pose
a challenge even for larger memory allocations, such as in
machine learning models; assuming madvised pages of up to
2GB increases the static table size only to 5 MB.

Each bucket entry contains the virtual address (8 bytes),
pointers to the page and memory descriptors (8 bytes each),
linked list pointers (16 bytes), and the actual hash value to
resolve conflicts (8 bytes). Thus, each madvised page requires
48 bytes, and the space overhead is 1.17% of deduplicated
memory. This overhead per function is at most 3120kB, and
it is reached only in the pessimistic case when function
containers madvise many unshareable pages.

B. Reversed Hash Tables

The same virtual address can be madvised multiple times
by the user. As long as the contents of the memory page have
not changed, UPM can ignore subsequent calls. To verify if
page contents have changed, we borrow from KSM the concept
of reversed map, where the usual mapping from hash value
to address is reversed. This hash table uses a virtual address
(8 bytes) as an index to identify a page entry, and we store
the hash value there (8 bytes). Virtual addresses alone cannot
uniquely identify a page since different processes may use
the same address. Thus, we store the memory descriptor (8
bytes) to identify the process. By querying the reversed map,
we detect if the same process has previously madvised this
memory page with different contents and replace the stale
entry. Adding the process identifier (PID, 8 bytes) and linked
list pointers (16 bytes), the total size of each entry is 48 bytes,
leading to the same space overhead as the previous hash table.



C. Memory Page Validity

Functions can modify memory pages after reporting them
as sharing candidates. When UPM finds a memory page with
contents identical to a new one, we verify if the page is still
in the memory by checking the present bit in the page table.
Then, we recalculate the hash value to verify that page contents
have not changed.

D. Write-protecting Pages

UPM uses copy-on-write to prevent deduplication of pages
that have been modified. When UPM finds two pages with
identical contents, it locks them to prevent the operating
system from swapping the pages. To ensure that the contents
of the pages are not changed before they are merged, we
apply write protection by resetting the corresponding bit in the
page table entry. Since the pages may be modified just after
we compare hash values and before we write-protect them,
we perform a byte-by-byte comparison of contents. Adding
write protection to a page does not prevent the page from
being modified — rather, write operations on a write-protected
page will generate a page fault, and a new physical page
will be allocated. Thus, in this unlikely scenario, no page
deduplication is possible, but UPM will find out that the page
has been modified and handle the change correctly.

E. Page Merging

UPM shares memory pages in a copy-on-write fashion. We
merge the newly madvised page with the page already present
in the hash table. First, we replace its page frame number
(PFN) in the page table entry (PTE) of the new page, making
the two virtual pages reference the same physical page. Before
changing the PFN, we acquire the page table locks for both
pages and flush the cache and the translation lookaside buffer
(TLB). This prevents functions from accessing the new page
contents by using its old page frame.

After merging pages, we renew the reverse mapping infor-
mation in UPM hash tables. After the pages are merged and
marked as write-protected, any write operation will cause a
page fault, and a new page frame will be allocated for the
modified page. Linux kernel is responsible for processing the
page faults, and UPM can use this unmodified.

F. Removing Invalid Entries

The status of a memory page can change after it has been
madvised to the UPM. For example, memory pages can be
swapped out, freed, or modified, leaving a stale page entry
in UPM hash tables. However, in the serverless context, the
lifetime of such stale entries will be limited by the container’s
duration. Furthermore, the vast fraction of stable pages con-
strains the frequency of stale entries. Thus, UPM needs only
to clear such entries on the function’s exit.

We implement a cleaning function to clear all entries
associated with a process when it exits. We store a flag for
each process to mark if it has added entries to the UPM. When
a process that has used UPM exits, the system iterates over all
entries in the reversed hash table to find pages associated with

the PID of the process. While it would be simpler to iterate
over the entire virtual memory area of the process, this solution
would not be sufficient. The addresses of freed memory pages
are no longer recorded in the process memory descriptor, and
UPM could keep stale entries if it had inspected only pages
belonging to the process at the time of exit.

G. Concurrency and Consistency

UPM allows for safe modifications of memory pages
through the verification mechanisms outlined in previous sec-
tions and the write protection. When modifications to the page
contents are detected, UPM discards this page as a sharing
candidate. The byte-by-byte comparison will discover modi-
fications if the page is written to before applying the write-
protection. Furthermore, we add a page descriptor comparison
right before the page merging to detect page faults. Therefore,
the deduplication has no impact on memory safety, and the
madvise can be conducted concurrently with other operations.

The majority of operations performed by UPM are reads
needed to calculate hashes and perform comparisons. The read
operations of UPM have no influence on the page, except
for the merging when it changes the references to physical
pages. However, flushing caches and TLB will force potential
concurrent readers to obtain the physical addresses again from
the page table. Thanks to the page table locks acquired during
the merge process before flushing caches (Sec.|[V-E)), we ensure
that readers will not be able to retrieve page table entries while
UPM conducts the update. Thus, when other readers finally
access the page table, they will obtain the correct reference to
a physical page with identical memory content.

VI. EVALUATION

To prove that UPM can be used effectively to reduce the
memory footprint in FaaS, we evaluate the deduplication with
serverless workloads and answer the following questions:

1) Does UPM decrease memory footprint of functions

(Sec. [VI-C)?
2) How much memory can be saved (Sec. [VI-D)?
3) How much time overhead does UPM add (Sec. [VI-E)?
4) How much slower are cold startups in serverless with
UPM (Sec. [VI-F)?
5) Which part of the memory deduplication algorithm takes

the most time (Sec. [VI-G)?

A. Evaluation Setup

We use two systems to evaluate UPM. First, we use a slower
System A with a Nehalem CPU in the 45 nm process. Then,
we use a higher-performance System B with a Skylake CPU
in the 14 nm process. On both systems, the evaluation is
performed using a virtual machine running a Linux kernel
modified with UPM. The x86-64 virtual machine runs Ubuntu
18.04 with a modified Linux kernel 4.15.18, built with GCC
8.3.0. We configure UPM to support sharing of up to 2 GB of
memory per function. We use Docker 20.10.6 and serverless
functions from the benchmark SeBS [12] using Python 3.7.5.
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Fig. 5: Memory deduplication with UPM: memory consump-
tion of concurrently executing functions.

System A The system has four Intel Xeon X7550 CPUs,
each one with 8 physical cores at 2.00 GHz frequency, and 1
TB of memory. It runs Debian 10 with kernel 4.19.

System B The system has two Intel Xeon 4110 CPUs, each
one with 8 physical cores running at 2.10GHz frequency, and
125 GB of memory. It runs Ubuntu 20.04 with kernel 4.15.18.

B. Benchmarks

We select real-world machine learning inference Python
functions to conduct the evaluation from the SeBS benchmark:
image-recognition that uses the ResNet50 model, and its coun-
terpart recognition-alexnet. We use the CFFI library to expose
the madvise function to Python code. Since the model is not
stored directly in a contiguous memory region, we iterate over
its components to advise all components. We achieve this goal
without changing any line of code in PyTorch.

Additionally, we use a microbenchmark to characterize the
time overhead of memory deduplication. The function loads
different sizes of random data from the same file into memory
and madvises the data. Since all memory pages are distinct,
functions can only benefit from inter-process sharing.

C. Memory Usage of Function Containers

To evaluate the effectiveness of our memory deduplication
approach, we simulate concurrent executions of serverless
functions on a local machine running with the modified Linux
kernel (System A). We deploy each function instance in
Docker containers that execute concurrently and can benefit
from page deduplication. For each container, we run five
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Fig. 6: The effects of UPM on memory consumption.

invocations to stabilize memory consumption and measure the
memory consumption of the warm function instance. We mea-
sure the resident set size (RSS) defined as the total memory
allocation of a process, including zero and shared pages, the
private memory size of a process, and the proportional set size
(PSS) that adjusts the memory consumption of a process by
considering the sharing of memory by n processes:

PSS — shared memory

For n =1, PSS is equa?to RSS since no memory is shared.
When increasing the number of processes n, the influence of
the shared part on the memory consumption decreases.

Figure [ presents the measured memory consumption of
serverless benchmark functions for a varying number of con-
currently residing warm function instances. Each data point
shows the memory size per function container.

UPM reduces the PSS of each container by 14.1% with two
concurrent containers and 26.4% with 16 concurrent containers
for the ResNet example, and by 29.4% and 55% respectively
for the AlexNet example. For AlexNet, UPM reduces the
private memory size to around 150 MB across the runs, saving
about 250 MB of memory on each container.

+ private memory

D. Memory Usage of the System

We measure the memory usage of the entire FaaS system,
using the same experimental setting as the memory evaluation
on containers in [VI-C} We record the memory increase on
the system caused by the containers, by executing the Linux
command free -m before and after launching the containers
and invoking the function five times. The system’s memory
usage can better illustrate the memory reduction effect, since it
also counts the data structures that UPM creates in the kernel,
including the hash tables and the page entries.

Figure |§| shows that for ResNet, UPM reduces the total
memory usage of the system by 20% with 16 containers
running concurrently. The memory reduction reaches 1134MB.
Given the PSS of around 225MB for a container, five more
containers running the same function can be added to the
system. For Alexnet, the reduction is even greater: 55% with
16 containers, amounting to 3585 MB. Given the PSS of about
165 MB per container, this means 21 more containers could
be added to the system running the same function.
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Fig. 8: Time overhead of memory deduplication on first cold
invocation, reported medians with parametric 95% Cls.

E. Time Overhead of UPM

We run the microbenchmark on System B to measure the
time impact of sharing memory with UPM. Figure [/| shows
the results on the micro-benchmark described in Sec. [VI-Bl
Each data point is the average of 10 runs with the standard
deviation. The first madvise call shows the cost of the first
launched program that only adds the pages in the hash table
without merging any pages. On the other hand, the second
madvise call represents the second launched program that also
merges the pages.

F. Time Overhead on Cold Startups

To test using UPM in a FaaS system, we assume users call
the advice on function data once, in the first invocation of
the function during the cold initialization. In the following
experiments, which we repeat ten times, each function is
invoked once to measure the time of the madvise system
call, and the functions are invoked in a cold container. We
assume the most pessimistic scenario for the performance of

Functionality Sharing  Sharing & Merging
Search in Hash Table 4.4% 61.4%
Calculate Hash 32.5% 19.6%
Search in Reversed Hash Table 51.2% 10.1%
Merge Pages 0% 6.3%
Spin Locks 5.5% 2.1%
Add Page to Hash Table 9.4% 0.9%

TABLE I: Distribution of UPM time across the most important
parts of the system, for first function (Sharing) and second
function (Sharing & Merging).

UPM, where deduplication is conducted synchronously and
the user function blocks until it is finished.

We launch 16 containers running the function and invoke
them one by one on System B. The average and the standard
deviation of the time cost of the invocation of each container
are shown in Figure[8] The figure shows three lines: total time,
the time spent on the madvise system call, and the time spent
for the function call excluding the madvise system call.

The overhead introduced by deduplication is equal on aver-
age to 12% and 42% of function time on ResNet and Alexnet,
respectively. The leap after the first container is explained from
page sharing beginning from the second container. However,
this overhead applies to the first cold invocation, only once
per the entire container lifetime. All future warm invocations
do not call the madvice function again.

G. Time Overhead Distribution

To analyze the sources of the time overhead UPM intro-
duces, we profile the kernel code and measure the execution
time of the image-recognition function on System A. In this
function, we madvise approximately 100MB of model mem-
ory. Table[l| presents the breakdown of timing data across most
time-consuming functionalities, including the time needed to
acquire the spin locks. The main source of CPU overhead
in madvise is iterating over hash table entries. This is not
surprising as UPM has to compare each memory page in the
shared region with existing hash table entries. One-fifth of
the time is spent on hashing memory pages and is limited
primarily by the DRAM bandwidth. We observe that the
overheads of using spinlocks when modifying hash tables are
relatively low during normal execution.

VII. DISCUSSION

In this work, we introduce UPM, a memory deduplication
system designed for serverless workloads. In the following,
we discuss the integration of UPM with cloud systems and
analyze how memory sharing can be improved through the
synergy with other cloud and FaaS technologies.

When to deduplicate? We evaluate the pessimistic scenario
of deduplication occurring on the critical path to highlight the
overheads of our system (Sec.|[VI-F). In practical deployments,
the deduplication will be moved from the critical path, either to
a background thread executing or to the cloud operator side.
In the former, users pay the CPU cost of reducing memory
consumption in parallel with the function workload. In the



second scenario, users only annotate memory regions at the
first invocation, and the cloud operator triggers deduplication
logic in the FaaS runtime. This scenario comes with no
overhead or costs to the user.

Who benefits from deduplication? In the classic setup of
memory deduplication, page sharing is entirely transparent,
and users are unaware when their virtual machines share data
in the background. All memory savings benefit the cloud
provider directly, and users keep paying the same price for
requested resources. On the other hand, in the serverless
setup, users must take the initiative to enable page sharing,
and they can expect performance overheads of deduplication.
Therefore, to incentivize users, cloud providers should allow
users to participate in the benefits of saving memory resources.
Since the billing models of FaaS always include a memory
component, cloud providers can adjust the price by subtracting
memory savings from the requested memory allocation.

How can the sharing effectiveness of UPM be further
improved? The application of UPM opens new directions
for automatically detecting memory likely to be shareable.
In many languages, initialization and heap construction can
be done at build time [47]], allowing static determination of
sharing candidates. Furthermore, serverless functions consist
of small codebases that are executed thousands of times in the
cloud. Such processes can be easily profiled to automatically
locate memory pages with identical and constant contents.
Similarly to virtual machine fingerprinting and co-location
techniques [33} 41], containers with sharing potential can be
migrated and co-located on a single machine.

VIII. CONCLUSIONS

We propose and implement User-guided Page Merging
(UPM), a novel memory deduplication approach optimized
for FaaS systems. UPM improves scanning-based dedupli-
cation with user-provided hints to enable deduplication on
serverless running for seconds and not hours. Furthermore,
UPM does not require modifying serverless runtimes, works
for all processes handling serverless workloads, regardless of
their language and runtime, and extends security guarantees of
KSM with controlled sharing. In an evaluation with machine
learning inference, we show UPM can reduce system memory
utilization by more than half, and allows FaaS servers to
handle more containers without increasing hardware resources.
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